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**Abstract.** This work presents an incremental improvement to abstract interpretation of higher order languages, similar to strong update, which we term strong function call. In an abstract interpretation, after a function call, we know which abstract closure was called and can deduce that any other values found at the same abstract address in the abstract store could not possibly exist in the corresponding concrete state. Thus they can be removed from the abstract store without loss of soundness. We provide the intuition behind this analysis along with a general overview of its soundness proof.

1 Introduction

Because of the unmovable force of the halting problem, static analyses as a rule must be imprecise in some cases in order to remain inside the curtain of computability. Concrete values must be abstracted, but this abstraction leads to imprecision. Any techniques that regain some if this lost precision are desirable. To this end we propose strong function call. A small extension to a traditional $k$-CFA implementation [5].

In an abstract interpretation of a $\lambda$-calculus which uses store allocation, the source of non-determinism is that an abstract address can point to several abstract closures. This results in a fork in the abstract transition graph. Any subsequent function calls that dereference that same address will also fork. However, the key insight used in this paper is that once we have made a function call, we know which procedure was called and can deduce that any other values in the store could not possibly exist in the corresponding concrete state. Thus these extra values should be pruned from the store in order to improve the precision of subsequent dereferences of the address.

2 CPS

To give an intuition for this problem we will develop and abstract semantics that operates over continuation-passing style $\lambda$-calculus (CPS) with multiple argument lambda terms [6]. The benefits of this is that the language is simple enough that more mental energy can be spent on focusing over the intuition of the analysis, rather than on the language itself. However, the ideas presented in this paper are not restricted to CPS, but can easily be extended to different language forms.
In CPS, all expressions are either call sites, variables or lambda terms, like in the original $\lambda$-calculus, but with the additional restrictions that the body of a lambda term must be a call site and that the function and arguments at a call site must be atomic, meaning that they can only be a variable or lambda term.

The syntax for the language we will work with is as follows:

\[
\begin{align*}
call & \in \text{Call} ::= (f \, a_1 \ldots a_n) \\
f, a & \in \text{Atom} ::= v \mid \text{lam} \\
\text{lam} & \in \text{Lam} ::= (\lambda \, (v_1 \ldots v_n) \, \text{call}) \\
v & \in \text{Var}
\end{align*}
\]

3 Concrete Semantics

We first introduce a small-step operational semantics to formally specify the behavior of this language, which we will later abstract. We use a CES style abstract machine and provide a transition relation ($\Rightarrow$) $\subseteq \Sigma \times \Sigma$. The state space of this abstract machine is as follows. A control state contains a control expression, environment and store.

\[
\begin{align*}
\varsigma & \in \Sigma = \text{Call} \times \text{Env} \times \text{Store} \\
\rho & \in \text{Env} = \text{Var} \rightarrow \text{Addr} \\
\text{clo} & \in \text{Clo} = \text{Lam} \times \text{Env} \\
\sigma & \in \text{Store} = \text{Addr} \rightarrow \text{Clo} \\
a & \in \text{Addr}
\end{align*}
\]

In order to evaluate atomic expressions, we introduce an auxiliary function, $A : \text{Atom} \times \text{Env} \times \text{Store} \rightarrow \text{Clo}$. In the case of a variable, it looks up the address of the variable in the environment and then looks up the value at that address in the store. In the case of a lambda term, it produces a closure by closing the lambda term with the current environment.

\[
\begin{align*}
A(v, \rho, \sigma) &= \sigma(\rho(v)) \\
A(\text{lam}, \rho, \sigma) &= (\text{lam}, \rho)
\end{align*}
\]

In defining the transition relation ($\Rightarrow$), we find one of the main benefits of using CPS. The transition relation can be defined with a single rule. It starts by atomically evaluating the function. It proceeds by allocating a new address for each argument. In the concrete semantics, a unique address is used that will never be used again. It then extends the environment of the closure and binds
the values of the arguments to those addresses in the store.

\[
\begin{align*}
\tilde{\beta}: (\lfloor f \langle x_1 \ldots x_n \rangle \rfloor, \rho, \sigma) &\Rightarrow (\text{call}, \rho', \sigma'), \\
(\lfloor (\lambda (v_1 \ldots v_n) \text{call}) \rfloor, \rho') &= A(f, \rho, \sigma) \\
a_i &= \text{alloc}(v_i, \varsigma) \\
\rho'' &= \rho'[v_i \mapsto a_i] \\
\sigma' &= \sigma[a_i \mapsto A(\varsigma_i, \rho, \sigma)]
\end{align*}
\]

4 Abstract Semantics

The standard approach to abstract this machine is to make the address space finite as described in Abstracting Abstract Machines [7]. The consequence of this action is that we will be forced to have multiple values in the store at a single address. However, note that these values cannot grow infinitely because the state space is finite. However, we now have the issue that a single abstract address can represent multiple concrete addresses. This is where abstract counting comes into play [2]. The abstract count of an abstract address is the number of concrete addresses that abstract address represents.

A natural domain for abstract counting is the set \( \hat{\mathbb{N}} \). We care if an abstract address represents a single concrete address or multiple addresses. Our analysis will leverage the power of this information.

\[ \hat{\mathbb{N}} = \{0, 1, \infty\} \]

Note that the abstract count cannot be gleaned simply from the store and the number of abstract closures at a particular address. It can be the case that a single abstract address representing multiple concrete addresses can only contain one value in the store. It can also be the case that an abstract address can represent a single concrete address but have multiple values in the store. Indeed this is the case of which our analysis will take advantage.

Defining the operator \( \oplus \) naturally extends over the addition operator. In this paper the operator will also lift point-wise over functions, allowing us to update a store which maps abstract address to abstract counts. Here we see that we are retaining the vital information that we need, whether we have a single value or multiple values.

\[
\begin{align*}
0 \oplus \hat{n} &= \hat{n} \\
\hat{n} \oplus 0 &= \hat{n} \\
1 \oplus 1 &= \infty \\
\hat{n} \oplus \infty &= \infty \\
\infty \oplus \hat{n} &= \infty
\end{align*}
\]
One traditional use case for abstract counting in a higher order setting is for strong update [1]. If it can be shown that an abstract address only represents one concrete address, we do not need to join that value in the store, but can shadow the old value.

\[
\begin{align*}
\langle \langle \text{set! } v \ x \ \text{call} \rangle \rangle, \hat{\rho}, \hat{\sigma}, \hat{\mu} \rangle \rightarrow (\text{call}, \hat{\rho}, \hat{\sigma}', \hat{\mu}), \text{ where} \\
a = \hat{\rho}(v) \\
\hat{\text{clo}} = \hat{\mathcal{A}}(x, \hat{\rho}, \hat{\sigma}) \\
\hat{\sigma}' = \begin{cases} \\
\hat{\sigma}[\hat{a} \mapsto \hat{\text{clo}}] & \text{if } \hat{\mu}(a) \leq 1 \\
\hat{\sigma} \sqcup \hat{a} \mapsto \hat{\text{clo}} & \text{otherwise} \\
\end{cases}
\end{align*}
\]

We now proceed by defining the abstract semantics for our analysis. The abstract state space is very similar to the concrete state space, except stores now map addresses to a set of abstract closures. We have also added an additional store like entity \( \hat{\mu} \), which will keep track of abstract counts.

We also have an abstract atomic evaluator that performs the same operations as its concrete counterpart \( \hat{\mathcal{A}} : \text{Atom} \times \hat{\text{Env}} \times \hat{\text{Store}} \rightarrow \hat{\mathcal{P}}(\text{Clo}) \). The difference being that it now returns a set of abstract closures, rather than a single value.

\[
\begin{align*}
\hat{\mathcal{G}} : \hat{\text{Var}} \times \hat{\text{Clo}} \times \hat{\text{Env}} \times \hat{\text{Store}} \times \hat{\text{Count}} & \rightarrow \hat{\text{Store}} \\
\hat{\mathcal{A}}(v, \hat{\rho}, \hat{\sigma}) & = \hat{\sigma}(\hat{\rho}(v)) \\
\hat{\mathcal{A}}(\text{lam}, \hat{\rho}, \hat{\sigma}) & = \{ (\text{lam}, \hat{\rho}) \}
\end{align*}
\]

The function \( \hat{\mathcal{G}} : \text{Var} \times \hat{\text{Clo}} \times \hat{\text{Env}} \times \hat{\text{Store}} \times \hat{\text{Count}} \rightarrow \hat{\text{Store}} \) is the crux of our analysis. It updates the store by possibly pruning values that are no longer needed. It determines its action based on the syntactic type of the function we are applying. In the case of a lambda term, nothing is done to the store. If the case of a variable term, if the abstract address represents multiple concrete addresses, the function does nothing to the store. If the abstract address only represents a single concrete address, it shadows the value pointed to by the address, restricting its value to only be the function that is being applied. In the case where there is only one closure at the address, this operation has no effect. However, in the case, where there are multiple closures at that abstract
address, it has the effect of restricting the store to only have a single value at that address.

\[ \hat{G}(\text{lam}, \hat{\text{clo}}, \hat{\rho}, \hat{\sigma}, \hat{\mu}) = \hat{\sigma} \]
\[ \hat{G}(v, \hat{\text{clo}}, \hat{\rho}, \hat{\sigma}, \hat{\mu}) = \begin{cases} \hat{\sigma}[\hat{\rho}(v) \mapsto \{\hat{\text{clo}}\}] & \hat{\mu}(\hat{\rho}(v)) \leq 1 \\ \hat{\sigma} & \text{otherwise} \end{cases} \]

The abstract transition relation is also very similar to its concrete counterpart. The main difference lies in that the atomic evaluator may return multiple values. This results in branching in the abstract transition graph. We have also added the abstract counting map to maintain the information needed for our analysis. Also notice that we now use an auxiliary function to update the store before joining it with the values from the arguments of the call site. This restricts the store to only contain the closure that is being applied at the call site. This reduces the size of the abstract state and could result in increased precision and speed.

\[ \tilde{\xi} \]
\[ (\llbracket (f \ v_1 \ldots v_n) \rrbracket, \hat{\rho}, \hat{\sigma}, \hat{\mu}) \leadsto (\text{call}, \hat{\rho}'', \hat{\sigma}'', \hat{\mu}'') \] where
\[ \hat{\text{clo}} \in \hat{\mathcal{A}}(f, \hat{\rho}, \hat{\sigma}) \]
\[ \hat{a}_i = \hat{\text{alloc}}(v_i, \hat{\xi}) \]
\[ \hat{\rho}'' = \hat{\rho}'[v_i \mapsto \hat{a}_i] \]
\[ \hat{\sigma}' = \hat{G}(f, \hat{\text{clo}}, \hat{\rho}, \hat{\sigma}, \hat{\mu}) \]
\[ \hat{\sigma}'' = \hat{\sigma}' \sqcup [\hat{a}_i \mapsto \hat{\mathcal{A}}(v_i, \hat{\rho}, \hat{\sigma})] \]
\[ \hat{\mu}' = \hat{\mu} \oplus [\hat{a}_i \mapsto 1] \]

### 4.1 Soundness

To prove the soundness of this analysis, we provide an abstraction map that connects the concrete and abstract state spaces.

\[ \alpha((\text{call}, \rho, \sigma)) = (\text{call}, \alpha(\rho), \alpha(\sigma), \alpha_\mu(\sigma)) \]
\[ \alpha(\rho) = \lambda v. \alpha(\rho(v)) \]
\[ \alpha(\sigma) = \lambda \hat{a}. \biguplus_{\alpha(a) = \hat{a}} \{\alpha(\sigma(a))\} \]
\[ \alpha_\mu(\sigma) = \lambda \hat{a}. \biguplus_{\alpha(a) = \hat{a}} 1 \]
\[ \alpha(\text{lam}, \rho) = \{(\text{lam}, \alpha(\rho))\} \]
\[ \alpha(a) \text{ is determined by the allocation function} \]

From there we prove that the abstract transition relation simulates the concrete transition relation.
Theorem 1. If $\alpha(\varsigma) \subseteq \zeta$ and $\varsigma \Rightarrow \zeta'$ then there must exist $\zeta' \in \hat{\Sigma}$ such that $\alpha(\varsigma') \subseteq \zeta'$ and $\zeta \leadsto \zeta'$.

Proof. The proof follows in the same manner as presented in [3]. The only difference between this abstraction and the standard one can be found in the case where we restrict the size of the store. However, this is simple to account for, as the concrete semantics can only apply one function at a call site. Realizing that the concrete address can only hold one value and that the abstract address only represents one concrete address, it is sound to restrict the store to that one value.

5 Conclusion

In this work we have shown that strong update can be used to restrict the size of the store at application sites. By reducing the size of the store it is highly likely we will gain both speed and precision. This has been shown to be the case with abstract garbage collection [4].

It might be easy to assume that abstract garbage collection would subsume this analysis. However, this is not the case. Abstract garbage collection filters out bindings that are not reachable from the root set. However, in this analysis, we are dealing with an address that is definitely live and will not be garbage collected. Even in the presence of abstract garbage collection, we still get flow sets that contain more than one value. Otherwise, the precision of an analysis with abstract garbage collection would be perfect.

This idea could also easily be extended to object oriented languages. With its extensive use of polymorphism, one could imagine that the calling object of a method could easily have multiple flow sets. This analysis would allow us to soundly reduce the size of these flow sets.
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